
lable at ScienceDirect

Journal of Molecular Structure 1217 (2020) 128483
Contents lists avai
Journal of Molecular Structure

journal homepage: ht tp: / /www.elsevier .com/locate/molstruc
Regioselectivity of reduction of nitro groups in 3, 5-dinitrosalicylic
acid monohydrate explored by experimental and theoretical charge
density analysis

Arshad Mehmood a, Aisha Fahim a, Maqsood Ahmed b, Sajida Noureen b, *

a Department of Chemistry & Biochemistry, Texas Christian University, Fort Worth, Texas, 76129, USA
b Materials Chemistry Laboratory, Department of Chemistry, The Islamia University of Bahawalpur, Baghdad-ul-Jadeed Campus, 63100, Pakistan
a r t i c l e i n f o

Article history:
Received 26 October 2019
Received in revised form
6 May 2020
Accepted 18 May 2020
Available online 19 May 2020
* Corresponding author.
E-mail address: Sajida.Noureen@iub.edu.pk (S. No

https://doi.org/10.1016/j.molstruc.2020.128483
0022-2860/© 2020 Published by Elsevier B.V.
a b s t r a c t

Preferential reduction of one of the two nitro groups in 3, 5-dinitrosalicylic acid monohydrate has been
investigated using experimental charge density analysis from a high-resolution X-rays diffraction data at
100K combined with DFT theoretical calculations. The structure was refined using the classical Inde-
pendent Atom Model as well as the Multipolar Atom Model. Bond characterization is performed in terms
of charge density distribution and the associated topological properties. The theoretical (B3LYP/6-
311þþG(d,p), SMD/water) electrostatic potential molecular surfaces and atomic charges complimented
the mechanism where one of the two nitro groups with higher negative charge gets preferentially
reduced. The weak intermolecular interactions and hydrogen bonding are further quantified by the
Hirshfeld surface analysis.

© 2020 Published by Elsevier B.V.
1. Introduction

Nitroaromatics comprise an important class of chemicals due to
their wide use in agrochemicals, textile dyes, munitions and other
industrial applications [1,2]. They are categorized as potential
environmental contaminants [3] and considerable interest has
been devoted to understand their fate in soil and aquatic envi-
ronment [4]. Polynitroaromatics are observed to undergo regiose-
lective reductive transformations to aromatic amines that are
resistant to further reduction [5,6]. It has been reported that the
rate of reduction of the first nitro group, in these compounds, is
much more rapid than the rate of reduction of subsequent nitro
groups, which is sometimes so slow that the process is effectively
stopped after the reduction of the first nitro group [1]. The
knowledge of selective reduction and ability to predict the regio-
selectivity of the reduction process is fundamental to understand
the fate and environmental impacts of various reduced products of
ploynitroaromatics [2]. In this context, the reduction regiose-
lectivities of various polynitroaromatics have been studied exper-
imentally in aqueous media [7e23] and observed selectivities have
also been rationalized by the results of quantum mechanical
ureen).
calculations using Density Functional Theory (DFT) [9,18,20] and
Austin Model 1-Solvation Model 2 (AM1dSM2) [1]. However, the
regioselectivities of these compounds have not been gleaned from
structural studies like the analysis of the experimentally and
theoretically derived groundstate electron densities. Charge den-
sity analysis can be used to get insight into the chemical reactivity
of a molecule [24e27]. In addition, there is also significant current
interests to understand the effects of non-covalent intermolecular
interactions on the reactivity of chemical systems [28]. On one hand
these diverse interactions can organize reagents in space, activate a
covalent bond, provide a suitable environment and can drive the
energetic patterns of chemical reaction [29] and on the other hand,
their significant role is recognized in the stabilization of the su-
pramolecular architecture, crystal packing, and molecular recog-
nition [30e36]. Among these interactions, strong hydrogen bonds,
for example, OeH/O, NeH/O, and NeH/N are generally recog-
nized as the most energetically important [36e38]. However, the
importance of weak interactions such as C/H, N/H, and H/H etc.
has also been explored [35,39,40]. The analysis of these interactions
in crystals of polynitroaromatics is proposed to be equally useful to
quantify their regioselective reduction.

3,5-Di-nitrosalicylic acid (DNSA) is an example of poly-
nitroaromatics having both carboxyl and hydroxyl groups [41].
DNSA provides one of the best chemical synthons for the
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construction of hydrogen-bonded structural motifs [42e44]. It
protonates most of nitrogen Lewis bases giving compounds with
significantly enhanced crystallinity through hydrogen bonding [45]
and its charge-transfer and proton-transfer complexes have been
extensively synthesized [41,45]. The regioselective reduction of one
nitro group of DNSA under alkaline conditions is used to detect the
reducing sugars in urine and to quantify the carbohydrates levels in
blood using the colorimetric methods [46e48] (Scheme 1).

In this study, we report experimental and theoretical charge
density analysis of monohydrate form of DNSA using high resolu-
tion X-rays diffraction data collected at 100K. The aim of the study
is to calculate the electron density derived properties of the
molecule and to make the qualitative and quantitative analysis of
covalent and non-covalent interactions and to compare the results
obtained from the experiment with the high level theoretical
methods. An insight into the regioselective reduction of DNSA is
also gained by theoretical (B3LYP/6-311þþG (d,p)) electrostatic
potential molecular surfaces and atomic charges calculated in the
gas phase and continuumwater (SMD/water). In addition, the nitro
groups in most of the nitroaromatics are nearly coplanar with the
benzene ring [49,50], in DNSA, one of the two nitro groups is
twisted out of the aromatic plane approximately 51�, which pro-
vides an additional opportunity to understand the electron density
distribution on CeN bond in this class of polynitroarmatics.

2. Experimental

2.1. Crystallization and data collection

Light yellow elongated block shaped crystals of DNSA were
grown from the slow evaporation of an aqueous solution at room
temperature. A highly diffracting single crystal of the compound
with dimensions 0.283 � 0.236 � 0.213 mm3 was selected under
the microscope. The crystal was mounted on the goniometer using
Paratone-N oil (cryoprotectant) on the tip of MiTeGen MicroLoops
LD™, 45 mm away from the detector and was cooled to a tem-
perature of 100 (2) K under the flow of liquid nitrogen using Oxford
Cryosystem [51]. High resolution data sets up to a sinq/l 1.02 Å�1

were collected on a Bruker D8 Quest diffractometer with a Photon
100 CMOS detector with an average redundancy of 9 and
completeness of ~100% using a scan angle of 0.5�/frame and
exposure times of 40 s. The Bragg intensities were indexed with
APEX3 software [52]. An analytical absorption correction was
applied using the real face indices using SADABS [53]. Table 1 gives
the crystal and data collection details.

2.2. Structure solution and IAM refinement using SHELXL

The crystal structure was solved by direct methods using SIR92
[54] and initially refined using SHELXL [55] in the WinGX [56]
package. All H atoms were located from the difference Fourier
analysis. The H atoms attached to carbon were fixed using a riding
model whereas those attached to oxygen atomswere refined freely.
Scheme 1. Mechanism of regioselective reduction of
The atomic displacement parameters were refined, isotopically for
H atoms and anisotropically for non-hydrogen atoms. Thermal
ellipsoid plots and atom numbering are shown in Fig. 1 and a
summary of refinement statistics is provided in Table 1.
2.3. The Independent Atom Model (IAM) refinement using MoPro

The refined structure using SHELXL was imported to MoPro [57]
for full matrix least square refinement. First of all, only the scale
factor was refined and then the fractional coordinates of all the
atomswere refined. Initially, the bond lengths involving CeH atoms
were constrained to standard neutron distances from the Interna-
tional Tables of Crystallography [58], whereas those attached to
oxygen atoms were refined freely. After convergence of the IAM
refinement, the atomic coordinateswere used as initial geometry to
optimize the solid state structure using Gaussian 09 package [59] at
PBEPBE/6-311G(d,p) level of theory at periodic boundary condi-
tions (PBC). The optimised distances from high level DFT calcula-
tions were used to restrain the bond lengths of all H atoms to a
freedom of 0.002 Å in this refinement and in the subsequent
multipolar model refinement. Subsequently, the parameters of
thermal motion of all the atoms were refined anisotropically. The
realistic multipole densities requires anisotropic thermal
displacement parameters for H atoms in the refinement [60e63].
The anisotropic thermal parameters of hydrogen atoms were
calculated using the SHADE server [64] and were fixed during
refinement. In order to have a goodness of fit close to unity, a
weighting scheme w ¼ 1/[\s2 (Fo2)þ(aP)2þbP] where
P¼(Fo2þ2Fc2)/3) with a ¼ 0.047 and b ¼ 0.056 was adopted. The
software DRKplot [65] was used to optimize the weighting scheme.
The normal probability plot is shown in the supporting information
Fig. S1.

In the beginning, only high order reflections sin q/l > 0.6 Å�1

were used for refinement to properly deconvolute the atomic po-
sitions from thermal motion. Then a simple refinement using all
reflections was carried out. An I/s cut-off of 2 was applied
throughout the process of refinement. At the end of the IAM
refinement, the conventional R factor was 2.70%, the weighted R
factor was 6.9% and the goodness-of-fit parameter was found to be
1.03 (Table 1). The residual electron density map after the IAM
refinement is shown in Fig. 2(A) which shows that the electron
density peaks are clearly centered on the bonds as well as on the
lone pairs.
2.4. The multipolar model (MM) refinement using MoPro

The crystal structures resulting from the IAM refinement was
used as a starting point for multipolar refinement with MoPro
program [57]. The Hansen and Coppens multipolar formalism [66]
was used to represent the charge density distribution (Equation
(1)).
one nitro group of DNSA by the reducing sugars.



Table 1
Experimental details.

Crystal data

Chemical formula C7H6N2O8

Mr 246.12
Crystal system, space group Monoclinic, I2
Temperature (K) 100(2)
a, b, c (Å) 12.3643(4), 5.8123(2), 12.9859(5)
b (�) 101.050(3)
V (Å3) 915.93(6)
Z 4
Radiation type Mo Ka
m (mm�1) 0.17
Crystal size (mm) 0.28 � 0.24 � 0.21

Data collection

Diffractometer Bruker Kappa Apex II CMOS detector
Absorption correction Analytical (SADABS [53];
Tmin, Tmax 0.717, 0.749
No. of measured, independent and observed

[ > 2.0s(I)] reflections
72436, 8090, 7734

Rint 0.025
(sin q/l)max (Å�1) 1.020

Refinement

(Multipolar) (IAM_MoPro)

R[F2 > 2s(F2)], wR(F2), S 0.019, 0.041, 1.06 0.027, 0.071, 1.07
Total No. of reflections 8090 8090
No. of reflections used after I/s > 2 7665 7665
No. of parameters 763 102
No. of restraints 8 6
H-atom treatment H-atom parameters were restrained to optimised DFT

values with a freedom of 0.002 Å
H-atom parameters were restrained to optimised DFT
values with a freedom of 0.002 Å

DDmax, DDmin (e Å�3) 0.231, �0.216 0.50, �0.35

Fig. 1. A thermal ellipsoid diagram drawn at 50% probability showing the atom
numbering scheme.
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This model describes the electron density of an atom as a sum of
three different terms. The first two terms are spherically averaged
core and valence electron densities of the atom and the last term
corresponds to non-spherical part of the valence electron density
which is given in terms of real spherical harmonic functions Ylm±.
Pval represents the valence population and Plm± are the multipole
populations. k and k0 are the parameters of contraction and
expansion for the valence and multipole populations respectively.
Rl are the radial Slater-type functions. A full matrix least square
refinement was carried out against F2 using all the reflections up to
a sinq/l of 1.02 Å�1. The refinement strategy was the following:

1. At the first stage, the scale factor, fractional coordinates and
thermal displacement parameters of all non-H atoms were
successively refined and H atoms were treated as described
previously.

2. The parameters of contraction (k) of Hansen and Coppens
equation were refined for all non-hydrogen atoms whereas for
hydrogen atoms the values of k and k0 were restrained to 1.13
(0.02) and 1.20 (0.02) [67].

3. This was followed by the refinement of valence population of all
atoms.

4. All the multipoles were refined followed by the refinement of
parameters of expansion (k0). The H atoms were refined to
dipolar level whereas the rest of the atoms were refined to
octapolar level.

At the end of the MM refinement, the conventional R factor was
1.9%, the weighted R factor was 4.1% and the goodness of fit
parameter was found to be 1.06 (Table 1). After the multipolar
refinement, there is significant difference in the residual density
values between IAM (0.50, �0.35 eÅ�3) and MM (0.231, �0.216
eÅ�3). The fractal dimensions plot for themultipolar model has also
been included in Fig. S6 in supporting information which shows
that the residual maxima andminima have been evenly distributed.
The residual electron density map after the MM refinement is
shown in Fig. 2(B) which is quite featureless.



Fig. 2. Residual electron density maps drawn after IAM (A) and Multipolar (B) refinements. Contour level ¼ 0.05e/Å3.

Table 2
Hydrogen-bond geometry (Å, �) for Multipolar model.

DdH$$$A DdH H$$$A D$$$A DdH$$$A
O3eH3/O5i 1.01 2.43 (1) 3.0243 (3) 117 (1)
O3eH3/O2 1.01 1.60 (1) 2.5423 (2) 152 (1)
O1eH1/O8 1.02 1.51 (1) 2.5199 (2) 173 (1)
C4eH4/O5ii 1.08 2.55 (1) 3.2577 (3) 123 (1)
O8eH8A$$$O6iii 0.98 2.06 (1) 3.0020 (3) 161 (1)
O8eH8B/O2iv 0.97 1.84 (1) 2.8085 (2) 178 (1)

Symmetry codes: (i) -xþ1/2, y-1/2, -zþ3/2; (ii) -x, y, -zþ1; (iii) -xþ1, y-1, -zþ1; (iv)
-xþ3/2, yþ1/2, -zþ3/2.
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2.5. Theoretical calculations

Three types of theoretical calculations were carried out using
Gaussian [59] suite of programs.

A. Gas-phase calculations are carried out at the experimental
and optimised geometries using Kohn-Sham density functional
theory (DFT) with the B3LYP exchange-correlation functional [68].
Molecular orbitals are expanded in the 6-311þþG(2d,2p) basis set
[69] and no corrections are made for basis set superposition error.
The molecular wave function is obtained at this level of theory
where the calculations are performed using quadratically conver-
gent SCF procedures [70]. The pro-molecular and deformation
density, integrated theoretical population and atomic volume were
obtained using the Multiwfn program [71]. To avoid the orientation
dependence problem in pro-molecular density, the calculated
electron density of each atom was artificially spehericalized. The
calculation of Bond Critical Points (BCPs) and theoretical topologi-
cal properties at BCPs, the Laplacian distributions, atomic basin, and
gradient paths were calculated using AIM-UC program [72].

B. Solid phase periodic calculations of DNSAwere performed for
geometry optimization to get precise positions of hydrogen atoms
using PBEPBE [73] functional and 6-311G(d,p) basis set.

C. It has been proposed in previous studies [1] that the first step
of regioselective reduction of polynitro-aromatics involves a one
electron reduction to form a radical anion. Hence gas phase and
continuum water (SMD) [74] phase single molecule calculations
were performed on DNSA radical anion with and without water
molecule using wB97XD/6-311þþg(d,p) level of theory. The
calculated electrostatic potential of the optimised structures at
global minima, in gas and aqueous phase, is coloured mapped onto
the 0.001 electrons/Å3 isosurface of the electron density. The re-
sults were used to visualize the localization of negative charge on
the particular nitro group, which influences the selectivity of the
site of protonation during the reduction process.

3. Results and discussion

3.1. Molecular and crystal structure

The oxygen atoms attached to nitro groups as well as the
carbonyl oxygen atom deviate from the molecular plane. The de-
viation shown by the oxygen atoms of the N1 nitro group is more
pronounced to avoid steric hindrance with the hydroxyl group. The
C2eC3eN1eO5 torsion angle is 146.62 (3)� whereas the N2 nitro
group is relatively co-planer with the aromatic ring with the
C6eC5eN2eO6 torsion angle is 175.49(3)◦. The H1 and H3 atoms
also slightly deviate from the plane of the molecule due to
involvement in strong hydrogen bond formation. There are two
molecules in the asymmetric unit (One DNSAmoiety and onewater
moiety) and eight molecules in the unit cell. Fig. S2, shows the
molecular packing along a and b axes. The stacked layers of the
molecules are spread in a two dimensional ’fishing net’
arrangement.

The molecular assembly is rich in intermolecular interactions.
The crystal structure is stabilized by a number of H bonds (Table 2)
and van der Waals interactions. The molecular surface contains a
number of H bond donor and acceptor sites. Every oxygen atom is
involved in the formation of atleast one intermolecular contact. The
hydroxyl group (O1) of the carboxylic moiety forms strong
hydrogen bonds in terms of distance with a water molecule which
serve to bridge a three dimensional network of the molecules. The
O2 atom forms an intramolecular hydrogen bond at a very short
distance by accepting the H3 atom of the O3 hydroxyl group. The
O3 atom also makes a weak intermolecular H bond by donating its
H atom to the O5 atom of the neighbouring molecule (-xþ1/2, y-1/
2, -zþ3/2) at a distance of 2.43 Å. The O4 atom forms a close contact
with the O6 atom of a neighbouring molecule (x, y-1, z). The O5
atom forms a bifurcated contact with an adjacentmolecule (-xþ1/2,
y-1/2, -zþ1), one with the O2 atom and the other being the for-
mation of a hydrogen bond by accepting the H3 atom. Similarly the
O6 atom also forms a bifurcated interaction, on one hand it makes a
contact with the O4 atom of adjacent molecule (x, yþ1, z) and on
the other, it accepts the H8A atom of thewatermolecule (-xþ1, yþ1,
-zþ1). The water molecule plays a bridging role in the molecular
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assembly by holding together four adjacent DNSA molecules
through a network of OeH/O hydrogen bonds. It accepts H1
hydrogen atom from the parent DNSAmoleculewith H/O distance
of 1.505 Å. It donates H8B atom to O2i (i ¼ -xþ1/2, yþ1/2, -zþ1/2)
atom of the carboxylic group of an adjacent molecule at a distance
1.979 Å. Similarly it donates H8A atom to the O6ii (ii ¼ -xþ1, y-1,
-zþ1) atom of the nitro group of another adjacent molecule at a
H/O distance of 2.059 Å. There is also an interaction between O8
and the O1 atoms at a distance of 3.03 Å (Fig. 3).
3.2. Hirshfeld surface analysis

The Hirshfeld surfaces [75e80] in the crystal structure are
constructed based on the electron density distributions calculated
as the sum of the spherical atom electron densities. Every given
crystal structure has a unique Hirshfeld surface and this lends a
possibility of getting both qualitative and qu-anti-tative insight into
the inter-molecular inter-actions of the molecular crystal [81]. The
Hirshfeld surfaces were generated using Crystal Explorer 3.1 [82]
based on the findings from X-ray analysis in which H atom bond
distances were optimised using periodic DFT calculations.

A Hirshfeld surface enables the identification of the regions of
particular importance to intermolecular inter-actions. The value of
dnorm is negative (red colour) or positive (blue colour) when inter-
molecular contacts are shorter or longer than van der Waals sep-
arations, respectively (Fig. 4). The combination of de and di in the
form of a 2D fingerprint plot (Fig. 5) gives the quantitative infor-
mation of the inter-molecular inter-actions in the crystals. The
largest proportion of the intermolecular inter-actions comprises of
OeH inter-actions (43.4%) and appear as two symmetrical spikes on
the 2D plot (Fig. 5).

CeO contacts are next comprising 21.0% of the total and appear
as ’feathers’ on the plot. This is followed by OeO inter-actions
(14.1%) which occupy the upper central region. The HeH inter-
actions have also a significant share comprising of 9.7% and are
distributed over a wider range of distance. The CeH and NeO inter-
actions make up 4.7% and 4.4% respectively and occupy quasi
symmetrical regions on the fingerprint plots. The enrichment ratio
(ER), which is used to analyze the propensity of chemical species to
form inter-molecular inter-actions with themselves and with other
Fig. 3. A cluster of the molecules showing the role of water molecule in the molecular
assembly (Symmetry codes same as in Table 2).
species, was calculated, for each type of inter-action, using the
method proposed by Jelsch et al. [83]. The ER values reveal that the
CeO $$$p-inter-actions are the most favored ones with a value of
1.61 followed by OeH and CeN inter-actions whose values are 1.29
and 1.26 respectively, which are significantly higher than unity. The
HeH inter-actions have an ER value of 0.81 which indicates H, H
pair tends to avoid contacts with each other, hence disfavored. Like
this inter-action, rest of the inter-actions also have ER values
significantly lower than unity and are thus considered as
disfavored.

3.3. Electron density maps and topology of covalent bonds

Fig. 6 shows the static deformation density maps after multi-
polar refinement. The two oxygen atoms of N1 nitro group are
slightly twisted out of the plane of the molecule; hence their
electron density appears as diminished in the ring plane. The
electron density peaks are well placed on the covalent bonds. The
lone pairs on oxygen atoms need special emphasis. The lone pairs of
two hydroxyl oxygen atoms are completely merged into a single
lobe. However, the lone pairs of the carbonyl oxygen atom are
bifurcated and form two separate lobes. Similar is the case of the
oxygen atoms attached to the -NO2 whose lone pairs form two
separate lobes. Study has shown that there is a strong correlation
between the shape and orientation of lone pairs and the direc-
tionality of the hydrogen bonds [84]. The electron density on the
CeC bonds critical points (BCPs) of the aromatic ring ranges from
2.01 (2) to 2.26 (4) e/Å3 (Table S1). The C1eC2 bond possesses the
least amount of the electron density at the critical point whereas
the C5eC6 has the highest accumulation on BCP. A similar trend is
seen for the theoretical model. However, the minimum and
maximum value of the electron density at the critical point for the
aromatic CeC bonds is 1.99 (3) and 2.13 (3) e/Å3 for theory. These
values are in agreement with those available in the literature
[50,85]. C1eC7 bond, which lies outside the aromatic ring plane by
0.086 (2) Å, has noticeably less electron density (1.81 (2) e/Å3) at
the critical point compared to its aromatic homologues in experi-
mental model. This arises due to the fact of being attached to a
highly electron withdrawing carboxylic acid group. The values of
electron density at the two CeN BCPs slightly differ from each
other. The C3eN1 bond has a slightly higher value of electron
density at the critical point (1.78 (3) e/Å3) as compared to the
C5eN2 bond (1.73 (3) e/Å3). Similar trends are also observed in the
DFT calculations. The values of electron density at the four NeO
bonds is almost same, i.e. 3.37(2) e/Å3, differing only within the
standard uncertainty. The same behaviour is observed for the
theory. The difference between the electron density values at the
two C7eO1 and C7eO2 bonds is noteworthy. In the case of former,
which is a hydroxyl oxygen, the value is small 2.49 e/Å3 as
compared to the latter which is carbonyl oxygen and has an excess
of electron density at BCP with a value of 2.85 e/Å3. These values are
consistent with the reported values for this class of bonds [50,85].

The Laplacian values have been listed in Table S1. The Laplacian
of electron density is negative for all the covalent bonds. As
observed in the case of electron density on BCPs, the charge is not
uniformly concentrated on the aromatic CeC bonds. This is also
reflected in the case of the Laplacian values which range
from �16.21 e/Å5 for C1eC2 to �19.26 e/Å5 for C5eC6 in the
experimental results. For the CeC bonds in the aromatic ring, the
trend is harmonic with the value of electron densities. It is also
observed that the Laplacian value is related to the length of the
bond. For example, C1eC7 is a single bond and much larger than
the aromatic bonds, hence as expected, it has lower electron den-
sity, lower Laplacian and small ellipticity. Similarly, for NeO bonds,
the Laplacian values lie close to each other, ranging from�7.76 e/Å5



Fig. 4. A Hirshfeld surface with dnorm property showing the cluster of interacting molecules around the reference molecule.

Fig. 5. (A) A ’fingerprint’ plot of the molecule showing the percentage of various interactions. (B) Percentage of interactions shown as pi chart.
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to �11.63 e/Å5 respectively. The difference in charge concentration
between the two CeO bonds of carboxyl moiety is also evident in
the case of Laplacian values. The Laplacian value for the C7eO1
bond is�28.74 e/Å5 while for C7eO2 it is�34.97 e/Å5. As compared
to these two bonds, the lower value of Laplacian for the C2eO3
bond (�21.24 e/Å5) highlights the lower charge concentration and
less dominance of potential energy on this bond. The Laplacian
values for NeO bonds in two -NO2 groups, established that there is
more charge concentration on N1eO5 (�10.00 e/Å5) and N1eO4
(�7.76 e/Å5) bonds compared to N2eO6 (�11.63 e/Å5) and N2eO7
(�9.37 e/Å5) bonds respectively. This higher local electronic charge
concentration on one -NO2 group compared to other establishes its
higher global reactivity towards electrophilic reagents. Hence the
Laplacian of electron density provides one clue regarding the
regioselective reduction of one nitro group.
3.4. Topology of non-covalent bonds

The topological analysis using Bader’s theory of Atoms in Mol-
ecules [86] of the total electron density in the regions of intermo-
lecular interactions was carried out to understand the strength of
the hydrogen bonds and other intermolecular interactions. Table S2
lists the topological parameters of all the (3, �1) type interactions.
All the listed interactions are characterized by positive Laplacian
values. The interaction between the H1 atom of the DNSA moiety
and O8 atom of water molecule is the strongest in terms hydrogen
bond distance and the value of electron density at the bond critical
point. The interaction also possesses very high values of energy
densities. These parameters indicate that this interaction is very
close to a covalent bond. This intermolecular interaction is even
stronger than the intramolecular (O3dH3 /O2) which also has a
very short bond distances and very high values of electron density
at the bcp. There are three other very strong intermolecular
hydrogen bonds between O8eH8A$$$O6i, O8eH8B/O2iv and
O3dH3 /O5vii (*symmetry codes as in Table 2) which have a
significantly higher value of electron density at the BCP. The
V2

cp > 0, (Gcp þ Vcp) > 0 and |Vcp|/Gcp < 1 suggests that these
interaction are pure close shell interaction [87]. The other two in-
teractions C6dH6/H6ii and C4dH4/O5iii are relatively at longer
distances and the value of electron density at the CPs is 0.05 e/Å3 to
0.046 e/Å3 respectively.

There are at least seven OeO interactions which deserve special
attention. Although these interactions are weak in terms of inter-
atomic distances and relatively less static electron density at the
saddle points which lies in the range of 0.05to 0.01 e/Å3, but the
value of the Laplacian are quite reasonable ranging from 0.89 to
o.38 e/Å5. It suggests that these interactions are real ones and not
the result of any errors in the modelling. Similar topological pa-
rameters for OeO inter-actions have already been reported by
Pyziak et al. [88] There is also a strong inter-molecular HeH
interaction whose length (2.13 Å) is much smaller than the sum
of the van der Waal’s radii (2.4 Å). The electron density at saddle



Fig. 6. Static electron density maps after Multipolar refinement (A) and from theoretical calculations (B). Contour level ¼ 0.05e/Å3.
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point is lower (0.02 e/Å3) as compared to other kind of interactions
but the value is very significant in terms of hydrogen. The second
derivative of electron density also has a significant value and au-
thenticates the closed shell nature of the interaction.
3.5. Bader’s charges

Using Bader’s quantum theory of Atoms In Molecules [86], the
QAIM charges derived from the integration of electron density over
the atomic basins delimited by the zero-flux surfaces [86] have
been listed in Table S3 for the multipolar and DFT calculations. For
the experimental model, the total molecular volume is nearly equal
to the one fourth of the unit cell volume and the integrated charge
on the molecule is zero which highlights the overall high quality of
the diffraction data and of the of refinements. Table S3 reveal that
there is a remarkable consistency between the charges and the
integrated volumes for the two models and the difference lies
within the standard deviations. All the oxygen atoms bear partial
negative charge. The highest concentration of negative charge is
observed on the oxygen atoms of the carboxylic acid and the hy-
droxyl group. The oxygen atoms of the nitro group have also a
partial negative character which seems slightly diminished prob-
ably due to the electronegative character of the nitrogen atoms. For
the multipolar model, both the oxygen atoms attached to the N1
atom (O4 and O5) bear more negative charge than their N2 coun-
terparts (O6 and O7). This gives an indication that the N1 nitro
group will be preferentially reduced i.e. electrophilic reagents like
Hþ will have more affinity for O4 and O5. Similarly, both nitrogen
atoms have significant partial positive character and are electron
depleted due to the higher electronegativity of O atoms. It is also
noteworthy that both the nitrogen atoms have a nearly equal
depletion of electrons albeit the difference between two models
lies within approximately 0.1q. In the case of the carbon atoms, the
C7 is found to be the most electron deficient owing to a carboxyl
carbon. This is followed by the C2 atom which is also significantly
deficient in electrons being bound to a hydroxyl group. The C3 and
C5 atoms which are bound to nitro groups are moderately electron
deficient. However, C4 and C6 are very slightly negative. The H1 and
H3 atoms are most deficient of all H atoms owing to their covalent
bondingwith the highly electronegative oxygen atoms in each case.
Moreover, the former is involved in the formation of a strong
hydrogen bond with water molecule and the latter is involved in
the formation of a strong intra-molecular hydrogen bond. H4 and
H6 atoms are moderately deficient in electrons although in the MM
they appear slightlymore acidic than in the theoretical models. MM
results shows that the total charge on water molecule is �0.12q
whereas DFT model shows that water is neutral (0.04q).
3.6. Electrostatic potential

Electrostatic potential V(r) distributions for the DNSA molecule
taken from the crystal after MM and calculated using B3LYP are
shown in Fig. 7(A) and (B) respectively as plotted onto 0.001 e/Å3

electron density molecular surface. Most positive and most nega-
tive local values of ESP onmolecular surface, identified as the VS,max

and VS,min, calculated using Multiwfn program [71] are given in
Table S4. The partitioning of surface area in each ESP range on the
electron density surface is given in Fig. S3. Due to the gas phase
calculations, the values of theoretically calculated extrema of ESP
are lower compared to the MM values (Table S4).

Similarly, the areas are more compact for the theoretically
calculated electrostatic potential (Fig. S3). For both models, the
majority of the surface area is occupied by the negative electrostatic
potential (Fig. S4) which is found on two nitro groups. Similarly, for



Fig. 7. Electrostatic potentials of DNSA molecule plotted onto the molecular 0.001 e/Å3

electron density surface. (a) Experimental (b) Theoretical model in the gas phase.
Colour ranges in kcal/mol. Images are created using MoleCoolQt software [89].
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all three models, the global surface minimum is found on N1 nitro
group and hydrogen of water molecules provide global surface
maxima. The oxygen atoms of hydroxyl and of the carboxylic acid
group also bear negative potential, but this is less pronounced
probably due to the formation of an intramolecular hydrogen
bonding between O2 and H3 and an intermolecular hydrogen bond
involving H1 atom of DNSA moiety and the O8 atom of the water
molecule which dilutes the negative charge concentration. As
stated earlier, the first step in reduction of polynitro-aromatics in
aqueous solution, whether it is chemical, anoxic or sediment-
mediated reduction, involves the formation of radical anion and
the regioselectivity is established by the first proton transfer to this
radical anion (Scheme 2 of Ref. [1]. In order to understand the
localization of negative charge (and hence the VS,min) on this radical
anion of DNSA, which will influence the site of protonation, we
calculated the surface electrostatic potential of DNSA radical anion
Fig. 8. Electrostatic potentials (in kcal/mol) of DNSA radical anion at uB97XD/6-311þþg(d
0.001 e/Å3 electron density surface. (b) Calculated in the gas phase and plotted onto the m
water (d) Isosurfaces (�0.2 eÅ�3) in the gas phase.
in gas phase and in continuum water (Fig. 8). The results of both
calculations shows that the negative charge is mostly localized on
two nitro groups and this localization is more on N1 nitro group
compared to N2 nitro group. The same calculations in the presence
of water molecule revealed similar findings (Fig. S5) except a small
increment of negative charge on nitro groups due to charge (Bader)
transfer of �0.0125e in gas phase and �0.0602e in continuum
water from water to DNSA moiety at this level of theory. It can be
inferred from these results, that during the reduction process of
DNSA, the N1 nitro group will be reduced readily. Due to the
Coulomb repulsion between electrons, the localization of negative
charge is lower in gas phase compared to aqueous phase (Fig. 8 and
Table S4). In continuum solvent phase, the delocalization of charge
over molecule is lowered due to the favourable electric polarization
induced by the solvent system: thus the more intense colours
(Fig. 8(a)) for aqueous phase surface indicates the solvent promoted
charge localization. In addition, the higher values of VS,max and
VS,min for radical anion (Table S4) in solvent phase compared to the
gas phase, highlights the charge polarization effects induced by
solvent. The higher values of surface extrema on N1 nitro group in
radical anion also compliments the findings of MM refinement for
DNSA molecule in the crystalline phase.
4. Conclusion

In this study, we have carried out an experimental and theo-
retical charge density analysis of 3,5-di-nitro-salicylic acid mono-
hydrate. Topological analysis has been carried out using Bader’s
QTAIM on the total experimental and theoretical electron density.
Visualization of the electrostatic potential of DNSAmolecule and its
radical anion on the electron density surface provided a predictive
diagnostic of regioselectivity. The Laplacian of electron density and
the calculated atomic charges complimented the findings of elec-
trostatic potential that the nitro group located at 3 position will be
preferentially reduced compared to the nitro group at position 5.
This work proves the strength of X-rays charge density methods to
study the chemical reactivity of compounds.
,p) level of theory. (a) Calculated in continuum water and plotted onto the molecular
olecular 0.001 e/Å3 electron density surface. (c) Isosurfaces (�0.2 eÅ�3) in continuum
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