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ABSTRACT
Salicylideneaniline (SA) is an archetypal system for excited-state intramolecular proton transfer (ESIPT) in non-planar systems. Multiple
channels for relaxation involving both the keto and enol forms have been proposed after excitation to S1 with near-UV light. Here, we present
transient absorption measurements of hot gas-phase SA, jet-cooled SA, and SA in Ar clusters using cavity-enhanced transient absorption
spectroscopy (CE-TAS). Assignment of the spectra is aided by simulated TAS spectra, computed by applying time-dependent complete active
space configuration interaction (TD-CASCI) to structures drawn from nonadiabatic molecular dynamics simulations. We find prompt ESIPT
in all conditions followed by the rapid generation of the trans keto metastable photochrome state and fluorescent keto state in parallel.
Increasing the internal energy increases the photochrome yield and decreases the fluorescent yield and fluorescent state lifetime observed in
TAS. In Ar clusters, internal conversion of SA is severely hindered, but the photochrome yield is unchanged. Taken together, these results are
consistent with the photochrome being produced via the vibrationally excited keto population after ESIPT.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0161238

I. INTRODUCTION

Tracking and understanding the redistribution of internal
energy has been one of the main goals of ultrafast spectroscopy
since its inception. In photochromic molecules, the absorption of
light causes large electronic reorganization, leading to a reversible
change in absorption and a corresponding material color change.1
Often, these changes are driven by excited state intramolecular
proton transfer (ESIPT) reactions and/or rapid isomerization on
sub-picosecond timescales, requiring ultrafast techniques to follow
the dynamics. Additionally, in the case of ESIPT, the redistribution
of energy results in a large (∼1 eV) Stokes shifted fluorescence.2,3

Recently, there has been a significant amount of work to use pho-
tochromic and/or ESIPT molecules in applications such as textiles,4
optical memories,5,6 and sensors.7–9

Even as the absorption and emission shifts found in
ESIPT/photochromic materials are now being exploited for con-
sumer and industrial applications, many foundational spectroscopy
studies continue on increasingly larger systems as well as in the
closely related field of proton-coupled electron transfer (PCET).10,11

As the complexity of the molecule increases, so does the diffi-
culty in understanding the relaxation dynamics and potential pho-
tochromism mediated by proton or hydrogen transfer as opposed
to internal conversion mediated by other degrees of freedom. One
of the most studied photochromic systems exhibiting competing
dynamic pathways is the archetypal Schiff base salicylideneaniline
(SA) depicted in Fig. 1. In solution and solid phases, SA becomes
red after irradiation with UV light and remains trapped in this
metastable state that can be reversed via irradiation by blue light.12–15

Spectroscopically, this “photochrome state” is observable as a pho-
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FIG. 1. General overview of relaxation schemes for SA excited to S1. After excitation, the excited enol can either (right side) undergo ESIPT and internally convert along
the keto pathway through CI1 or (left side) remain in the enol tautomer and relax via CI2 by rotating about the central C–N bond. Bottom left and right insets are alternative
ground state minima that are potential photochrome geometries, which may be reached via the enol or keto relaxation pathways, respectively.

toinduced, long-lived absorption feature most likely due to a trapped
population of an isomerized ground state geometry.

Although still under debate, the general photoinduced relax-
ation scheme has been recently summarized and improved by Pijeau
et al. with high-level dynamics simulations,16 which built off of ear-
lier work.17–19 This scheme, shown in Fig. 1, is described as follows.
In the ground state, SA is in the enol form and nonplanar with a
≈35○ − 50○ twist around the anilino C–N bond depending on the
level of theory or experimental data.16–18,20 Theory indicates that the
barrier to proton transfer is lower with decreasing twist angles, and
ESIPT is more likely to occur from planar geometries.16–18,21 There-
fore, upon UV excitation to the S1(π, π∗) state (λmax ≈ 350 nm), SA
must first planarize before undergoing ESIPT to form the excited
keto form. However, the ground state potential energy only weakly
depends on the anilino C–N twist angle, so even at low temperatures,
there is a nonzero probability of planar geometries.21

The keto form populated after ESIPT can relax via a number
of channels, with sequencing and branching ratios not well under-
stood or agreed upon. Spectroscopic signals indicate that a portion of
molecules decay radiatively from a fluorescent keto form or become
trapped in a long-lived photochromic state, which absorbs blue
light as described above. Additionally, some population of excited
molecules can undergo internal conversion back to the ground
state via a conical intersection (CI) followed by ground-state back
proton transfer. The keto CI, labeled “CI1” in Fig. 1, was found
theoretically and requires a rotation of nearly 90○ around the phe-
nolic C–C bond.16 Using DFT calculations, Ortiz-Sánchez et al.
found the ground state keto minimum structure shown on the bot-
tom right of Fig. 1, which has a full 180○ rotation about the same
phenolic bond, and this is widely accepted as the photochrome
geometry.17,22–24

Additionally, due to the nonplanar structure, a competing
relaxation channel involving the excited enol without ESIPT has
been proposed.16–18 This pathway, shown on the left side of Fig. 1,
requires a large internal twist of 90○ around the central C–N bond
to reach CI2 and relax to the ground state. A secondary enol ground
state minimum was found along this trajectory and is shown in the

bottom left of Fig. 1. This twisted enol geometry is also a candidate
for the photochromic state, especially if excited with higher energy
light.17,23,25 Pijeau et al. investigated the branching ratios and inter-
nal conversion rates of the two main channels and found that 80% of
the excited-state population relaxes via CI1 after ESIPT within 800 fs
and 20% via the enol CN twist channel in ≈250 fs.16

SA has been studied using a variety of ultrafast techniques
to observe the competing reaction dynamics and determine the
nature of the various decay channels. Mitra and Tamai recorded the
first femtosecond transient absorption spectra (TAS) in various sol-
vents and found an instrument-limited proton transfer time and a
monoexponential decay of both excited-state absorption (ESA) and
stimulated emission (SE) with 4 ps time constant in cyclohexane, as
well as a long-lived signal assigned to the photochrome.26,27 They
proposed, like many of the early studies,15,28 that the initially hot
keto state relaxes into either a relaxed fluorescing keto or the pho-
tochrome within the first several hundred fs and then the fluorescent
state undergoes internal conversion on the picosecond time scale,
with the lifetime depending on solvent environment. TAS mea-
surements by Ziółek et al. further refined the proton transfer time
to <50 fs and an excited state relaxation time constant of 7 ps in
acetonitrile.29 Their interpretation finds a sequential model along
the keto channel with the photochrome evolving from the relaxed
keto state in competition with back-proton transfer on the ground
state, disagreeing with previous work. Fluorescence upconversion
measurements in acetonitrile also agree with this model.30

In the gas phase, Sekikawa et al. performed time-resolved
photoelectron spectroscopy (TRPES) in a helium seeded molecu-
lar beam.21 Their results agreed with the solution TAS work on
the ESIPT timescale being ≲ 50 fs but found that the intermediate
decay time constant was 1.2 ps, which was assigned to a combination
of the ESIPT and CN twist channels. They also observed a long-
lived feature, which they assigned as the trans keto photochrome
but suggested that the isomerization occurs in the excited state. To
further understand the dynamics, the authors performed tunable
pump measurements, which will be discussed in Sec. IV in com-
parison to our results. In general, it is difficult to determine if the
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lack of agreement between TAS and TRPES is due to the observable
(optical absorption vs photoionization) or the environment (solu-
tion vs gas phase), and this is particularly true for a molecule with
many competing relaxation channels, such as SA.

In this article, we address the dynamics of salicylideneani-
line after excitation to S1 with λ = 355 nm using a combination of
cavity-enhanced transient absorption spectroscopy (CE-TAS) and
quantum chemistry/molecular dynamics calculations that directly
simulate the observable. CE-TAS31,32 uses a combination of
high-power fibers lasers33 and tunable cavity-enhanced frequency
combs34,35 for broadband transient absorption measurements in
dilute molecular beams. CE-TAS acts as a halfway point between
TAS and TRPES—sharing the observable of the former and the envi-
ronment(s) of the latter. By varying the molecular beam conditions,
we record dynamics of vibrationally hot SA (420 K), jet-cooled SA,
and SA embedded in Ar clusters. We directly compare the CE-TAS
measurements to calculations of the transient absorption spectra
using a newly developed real time time-dependent complete active
space configuration interaction (TD-CASCI) technique.36,37

Overall, we find stronger agreement with the results of previ-
ous solution-phase TAS studies than the conclusions of gas-phase
studies based on photoionization. We find prompt ESIPT after
photoexcitation and relaxation dynamics in accordance with the
previously proposed keto channels under all our studied conditions.
We do not observe any evidence of the CN twist channel within our
detection window, but cannot rule it out completely as we calcu-
late that the TAS signal for this channel should lie to the blue of
our shortest 450 nm wavelength. Most strikingly, we find that for
SA in Ar clusters, internal conversion of the fluorescent state is shut
off, while the photochrome yield remains unchanged. This supports
a parallel mechanism for fluorescence and the photochrome state.
Comparing all the measurements and theory, we present a compre-
hensive picture of the keto relaxation channels of salicylideneaniline
in Sec. IV.

II. METHODS
A. Experimental

SA was purchased from TCI chemicals (97%) and used as
received. For all experiments, the sample is placed in a stainless steel
cell and heated to 125 ○C to increase the vapor pressure. Either He
or Ar is used as carrier gas for a planar supersonic expansion from
a 5 mm × 0.2 mm slit nozzle, as described previously.31 Unless oth-
erwise specified, the He stagnation pressure is 0.1 bar and the Ar
stagnation pressure is 1 bar. For all measurements shown, the inter-
action region is 3 mm above the nozzle, well within the expansion’s
“zone of silence.”38

The cavity-enhanced transient absorption spectrometer oper-
ating at a 100 MHz repetition rate used for all experiments is
described in detail in Ref. 31 and in the supplementary material.
The pump wavelength is 355 nm, and the cavity-enhanced probe
wavelength is tunable from 450 to 700 nm.34,35 The CE-TAS
signal ΔS is constructed from subtraction of two signals from
counter-propagating cavity-enhanced frequency combs delayed by
Tpr ≈ 5 ns, as described previously.31,32 For pump/probe signals with
much shorter lifetime than 1/ frep = 10 ns, the CE-TAS signal ΔS is
the same as one would normally record in conventional transient
absorption spectroscopy setups. However, for longer-lived signals,

there are additional subtleties, which must be accounted for, and we
discuss these in Sec. II B and in the supplementary material.

Unless otherwise stated, all data shown are magic angle
signals constructed from signals recorded with pump and
probe polarizations parallel (ΔS∥) and perpendicular (ΔS�) via
ΔSMA = (ΔS∥ + 2ΔS�)/3. All broadband spectra (e.g., Fig. 2) shown
are built up piecewise from pump/probe scans at 10–12 discrete
probe wavelengths, taking into account the wavelength-dependent
cavity finesse. To generate contour plots from the individual scans,
a marching squares algorithm is used for interpolation. In the case
of data taken with large amounts of Ar carrier gas, producing Ar
clusters around the SA molecules that suppresses internal conver-
sion, signal amplitudes are scaled by fluorescence signals recorded
independently during the pump/probe measurements.31 For data
taken with He carrier gas, the fluorescence signal was too weak for
the current instrument sensitivity, so the data are unnormalized.
However, when using He, the molecule pickup is more stable than
in the Ar case, most likely due to the lower stagnation pressures
and the lack of clustering, and we find good reproducibility across
multiple datasets even without fluorescence normalization.

Since the previously measured ESIPT occurs below our instru-
ment response of ≈200 fs,21,29 fitting the rising edge of the signal to
an error function is used for aligning time zero for each scan in the
spectrum. We verified that the rising edge of the signal is, indeed,
instrument-response-limited by separately measuring the instru-
ment response function at several probe wavelengths using 2-photon
absorption in gas-phase carbon disulfide immediately following an
SA measurement (supplementary material, Fig. S11).

FIG. 2. CE-TAS of an isolated jet-cooled SA molecule. (a) Raw signals at two
representative probe wavelengths. (b) TA spectrum constructed from the individ-
ual scans. (c) DAS from the global fit of (b) with two components, normalized
to the maximum of A1. A1 and A2 are associated with time constants of 1.8 ps
and >10 ns, respectively. Individual points are at the discrete probe wavelengths,
which are combined for the full spectrum. The origin and meaning of pre-time-zero
signals are discussed in the text.
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B. Modeling
A standard tool for analyzing transient absorption spectra is

global analysis (GA),39 in which the transient absorption signal is
modeled as a sum of decay associated spectral (DAS) components
Xn(λ) each with its own exponential decay with characteristic time
constant, τn, viz.,

G(λ, t) = IRF(t)⊗∑
n

Xn(λ) exp (−t/τn). (1)

In Eq. (1), the GA model is convolved with a Gaussian instru-
ment response function IRF(t). For many CE-TAS experiments on
molecules with short-lived signals with τ ≪ 1/ frep, this standard
GA model is sufficient since the CE-TAS signal ΔS is essentially
the same as TA signals recorded by conventional transient absorp-
tion spectrometers. However, for data with long-lived components,
with τn ≳ 1/ frep, it is more appropriate to use a modified model that
accounts for multiple excitation of the sample and reference-pulse
subtraction in the following manner:

ΔSmodel(λ, t) =
N

∑
m=0

G(λ, t +m/ frep) −G(λ, t +m/ frep + Tpr). (2)

In Eqs. (1) and (2), G(λ, t) represents the intrinsic molecular dynam-
ics and ΔSmodel(λ, t) is the modeled CE-TAS signal. The time offset
in the subtracted signal is due to the reference pulse reaching the
sample Tpr before the probe. N is the approximate number of pump
pulses that molecules see as they fly through the focus. For the mod-
eling shown here, we use N = 20, but the DAS component is not
sensitive to this choice as long as it is much larger than 1. Note
that although the sample is excited by ∼N pulses, as discussed in
Ref. 31, the excitation density is sufficiently low that multiple exci-
tation of the same molecule is negligible. All experimental data are
modeled using Eq. (2), although for the isolated molecule with only
one long-lived component, similar results are obtained using either
(1) or (2). In addition, note that for modeling CE-TAS data, we
use a wavelength dependent IRF. The fit parameters are optimized
by minimizing the reduced χ2 using a Levenberg–Marquardt global
fitting algorithm. A parallel model is used because the proposed
relaxation channels occur in parallel following the initial excitation
and not in sequence. Additionally, any photochrome signature in
the fit is sufficiently slow such that the DAS component for the pho-
tochrome does not depend on whether a parallel or sequential model
is used.

C. Theoretical calculations
All the theoretical calculations presented in this study utilize

the excited state trajectories derived from the previously published16

molecular dynamics simulations conducted by one of the authors
(EGH). Those calculations used the ab initio multiple spawning
(AIMS) method40,41 for modeling nonadiabatic molecular dynamics.
The potential energy surfaces (PESs) were computed on-the-fly via
a complete active space configuration interaction (CASCI) method,
which employs a set of pre-determined orbitals to minimize compu-
tational costs and ensure the generation of well-behaved PES.42 The
orbitals were determined utilizing the Floating Occupation Molecu-
lar Orbital (FOMO) method43–46 based on the Gaussian broadening

of each orbital’s energy level at an electronic temperature para-
meter β = 0.35 a.u. The FOMO temperature serves as a crucial
empirical parameter, capable of precise calibration to attain the
desired orbital characteristics and accuracy. When the tempera-
ture is excessively low, the FOMO orbitals regress to Hartree–Fock
canonical orbitals, which inadequately describe electronic excited
states. The dynamic electron correlation effects, which are neglected
by the CASCI method, were incorporated by using the density func-
tional theory embedding correction47 with a ωPBEh functional.48 An
active space of two electrons in two orbitals was employed, which
is adequately flexible to accurately describe the specific regions
of interest on the S1 potential energy surface. We will abbrevi-
ate this method ωPBEh-FOMO(0.35)-CAS(2,2)CI/6-31g∗∗, going
forward.

The direct calculation of the spectroscopic observables from
ab initio molecular dynamics simulations enables more definitive
assignments of spectral features than is possible by the indirect
comparison of experimentally observed lifetimes to simulations.49–53

The TAS signal is computed theoretically from AIMS simulations.
A detailed description of the method for calculation of the TAS
spectrum is included in the supplementary material, Sec. S3 B, so
here, we provide only a short overview. Representative geometries
are systematically drawn from AIMS simulations via a clustering
algorithm. Specifically, 80 distinct conformations are sampled from
each ≈24 fs window of the dynamics simulations for a total of 6720
structures. The ESA and SE are computed via three time-dependent
(TD) CASCI method37,54 simulations at each geometry, with light
polarized in the x, y, and z directions, respectively. In doing, we
take advantage of the fact that time-dependent electronic structure
methods are a robust and efficient method to compute molecular
absorption spectra.55–59 Previous studies37 conducted by one of the
authors (BGL) have established that TD-CASCI presents numer-
ous advantages in comparison to the commonly employed real-time
time-dependent density functional theory, and its implementations
for the modern computational hardware allow us to use thousands
of geometries to simulate TAS at an affordable cost. To adequately
account for the excitations to the higher excited states, a larger
(8,8) active space is used to calculate the TAS spectrum, and to
avoid possible convergence failure with employed active space, the
FOMO temperature was reduced to 0.25 a.u., with the other para-
meters of the electronic structure method as described above for
the dynamics (ωPBEh-FOMO(0.25)-TD-CAS(8,8)CI/6-31g∗∗). The
electronic wavefunctions at each geometry are excited by a δ func-
tion pulse and then propagated for 45 fs with a 0.003 fs steps. Fourier
transforms of the resulting correlation functions provide spectra
with a spectral resolution of 0.11 eV (Δλ = 28 nm at λ = 450 nm;
Δλ = 74 nm at λ = 700 nm). The ESA and SE signals are separately
shifted by +0.944 and −1.595 eV, respectively, to better agree with
more trustworthy complete active space second-order perturbation
theory calculations of ESA and the experimental absorption max-
imum,27 respectively. In total, the spectra presented required the
simulation of 0.9 ns of electron dynamics, which was enabled by
our previously reported GPU-accelerated direct TD-CASCI algo-
rithm.37 All electronic structure calculations were carried out using
the TeraChem software package.60–62 Additional methodological
details can be found in the supplementary material, and a sepa-
rate paper focused on the theoretical method for computing TAS is
forthcoming.36
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To facilitate a comparison with the experiment, we process the
theoretical TAS results in a manner analogous to how the experi-
ment is performed and analyzed. First, the theoretical TAS data from
the AIMS/TD-CASCI are sampled at points with 15 nm spacing with
a 3 THz FWHM instrument response, which approximately corre-
sponds to the intracavity bandwidth with which each experimental
TA trace is recorded. The sampled dataset is then further convolved
with a 200 fs FWHM Gaussian in time.

Several sources of error are present in these calculations: statis-
tical error arising from trajectory sampling, as well as error inherent
to the electronic structure and dynamics simulation methods. We
estimate that the majority of the error is associated with physi-
cal approximation, not sampling. However, quantifying statistical
error is not practical because the application of a clustering algo-
rithm prior to computing the probe prevents us from separating
the computed signal into contributions from individual trajecto-
ries without performing a large number of additional electronic
structure calculations.

III. RESULTS
A. The isolated molecule

The TA of SA cooled in He carrier gas is shown in Fig. 2. Rep-
resentative pump/probe scans are shown in Fig. 2(a), and the full TA
spectrum is shown in Fig. 2(b). Note that the negative ΔS at negative
time delays is due to long-lived excited-state absorption in the signal
on the blue side of the spectrum. The origin of this pre time-zero
signal is illustrated with examples in the supplementary material.
This negative delay ΔS signal provides information on long-lived
components of the true TA signals, and these long-lived DAS com-
ponents are extracted via modeling the full signal (i.e., both negative
and positive delays) as discussed in Sec. II B.

The SA ground-state minimum does not absorb in the vis-
ible range; therefore, no bleach signal is considered,27 i.e., all
negative signals are from stimulated emission. From modeling of
the decay of the polarization anisotropy (i.e., the weighted dif-
ference between signals recorded with parallel and perpendicular
relative polarizations) using the procedure of Felker et al.,63 we esti-
mate the rotational temperature in the expansion to be 80 K, well
above the condensation temperature of He, such that no clustering
in the helium expansion is expected or observed.

We fit the data using Eqs. (1) and (2) with Xn ≡ An. The DAS
components for the isolated SA are shown in Fig. 2(c) for GA with
two time constants (reduced χ2

= 1.9). The associated time constants
are τA1 = 1.8 ps and τA2 > 10 ns. The points shown on the DAS
component are the discrete probe wavelengths that make up the
spectrum. The same fit procedure was also tested for one (reduced
χ2
= 51.5) and three (reduced χ2

= 2.7) components.
The short-lived A1 is composed of both negative and positive

features in the spectrum, indicating excited state absorption (ESA)
and stimulated emission (SE) from the same state, and is the typ-
ical type of TAS signature seen for excited-state proton transfer in
many molecules.64–67 The 1.8 ps time constant lies between those
reported for gas-phase TRPES21 and solution-phase TAS.26,27,29 The
long-lived A2 extends out from the blue edge of the spectrum, is only
positive, and remains nearly constant out to the maximum delay
of the instrument (700 ps). In the raw pump–probe traces, A2 also
appears as a negative signal for wavelengths less than 530 nm, which

FIG. 3. Lineout comparison between TAS of the jet-cooled SA molecule and in SA
in acetonitrile (ACN) for different delay times. One global scaling factor is used
between the two datasets at all times. ACN data from Ref. 29.

is accounted for in the model, as described in Sec. II B. This feature
is most likely ground-state absorption from the long-lived pho-
tochromic state observed in numerous previous experiments. The
assignment and origin of this state are further discussed in Sec. IV.

In Fig. 3, we compare our TA spectra to those reported by
Ziółek et al.29 for SA excited at λ = 390 nm in acetonitrile. The
data shown have only a single global scaling to overlap the bluest
probe value at 0.5 ps, and this scale factor is applied to all the gas-
phase data. The spectra show remarkable similarity, without even
a solvatochromic shift. Additionally, Mitra and Tamai also mea-
sured solution-phase fs TAS of SA in several solvents and there
are only minor spectral shifts between their data and our gas-phase
measurements.26,27

While we do not vary the excitation energy in our experiments,
we do vary the initial vibrational energy via coarse control of the
temperature. The nozzle is held at 155 ○C, and for an effusive beam
(i.e., no carrier gas) or very low carrier gas stagnation pressures
(quasi-effusive beam) such that there is no supersonic expansion,
we expect the molecular temperature in the beam to be approxi-
mately the same as the nozzle. In practice, we find the SA density
in the beam to be more stable for quasi-effusive beam and record
“hot SA” data with 0.02 bar stagnation pressure of He. We have veri-
fied that identical dynamics are obtained with a quasi-effusive beam
and with no carrier gas, and analyzing the rotational anisotropy, we
find a rotational temperature for “hot SA” of 420 ± 20 K for the
quasi-effusive beam, consistent with the nozzle temperature.

Figure 4 compares pump/probe traces for “hot SA” with the
quasi-effusive beam and “cold SA” recorded with a He stagnation
pressure of 0.1 bar. Higher He stagnation pressures do not alter the
signal significantly. The vibrationally hot molecule decays slightly
faster and shows a slightly larger amplitude for the long-lived signal.

B. Salicylideneaniline in argon clusters
To further understand the different parallel relaxation chan-

nels of SA, we perform experiments on SA in Ar clusters, which
we denote as SA:Ar. Similar to a rare-gas matrix environment, Ar
clustering can affect the dynamics in two ways: (1) by providing a
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FIG. 4. Comparison of SA dynamics under different molecular beam conditions.
“Cold” data are taken with 0.1 bar He stagnation pressure, giving a supersonic
expansion and jet-cooled molecules. “Hot” data are recorded from a quasi-effusive
beam. The SA:Ar data are taken with 1 bar Ar stagnation pressure, forming large
Ar clusters. (a) λprobe = 490 nm. (b) λprobe = 616 nm.

channel for the dissipation of vibrational energy and (2) by pro-
viding steric hindrance to large amplitude motions, such as the
isomerizations shown in Fig. 1. Figure 4 compares the CE-TAS sig-
nals for the SA:Ar system to the isolated molecule. The SA:Ar signal
decays much slower in the clustered sample than in the hot or cold
SA case. From our fluorescence measurements, we can place a lower
bound on the enhancement of the total fluorescence yield of SA:Ar
vs isolated SA of 100x. Fluorescence enhancement in SA has also
been previously reported in matrix isolation studies.28 The data in
Fig. 4 were recorded at 1 bar since this provided a workable, stable
signal for recording a full spectrum. Increasing the Ar pressure con-
tinues to enhance this effect until the pump/probe signal is nearly
constant out to 700 ps at a stagnation pressure of 2.5 bar.

We estimate the average cluster size by analyzing the rota-
tional anisotropy. Figure 5 compares ΔS∥, ΔS� data taken in a
He expansion to an Ar expansion with 1 bar stagnation pressure.
The rotational anisotropy persists roughly 5 times longer due to
the increased moment of inertia of the SA:Ar system. Considering
that the rotational dephasing time scales as 1/

√
B,63 where B is the

FIG. 5. Rotational dynamics of isolated SA vs SA:Ar. CE-TAS signals with pump
and probe pulses parallel (red) and perpendicular (blue) for (a) isolated jet-cooled
SA and (b) SA:Ar with 1 bar Ar stagnation pressure. λprobe = 490 nm. Formation of
large Ar clusters around the SA molecules dramatically slows rotational dephasing.

FIG. 6. CE-TAS of SA:Ar from SA seeded in 1 bar of Ar. (a) Pump/probe traces at
two representative probe wavelengths. The time axis shown changes from linear
to logarithmic at 10 ps to better show the signal at the negative time delays. (b) TA
spectrum constructed from the individual scans. (c) DAS from the global fit of (b)
with three components normalized to the maximum of B1. τB1

= 24 ps, τB2
= 850

ps, and τB3
> 10 ns. Individual points are at the discrete probe wavelengths which

were combined for the spectrum.

rotational constant, we estimate an average number of 15 Ar atoms
clustered to the SA molecules.68

A full CE-TAS dataset for the SA:Ar system is shown in Fig. 6
with representative scans shown in Fig. 6(a) and the full spectrum
in Fig. 6(b). Just as in the case of the individual lineouts discussed
above, the entire spectrum decays with a significantly longer time
constant than in the cold SA case above. Despite the slower decay,
the initial rise time remains instrument response limited, indicating
rapid ESIPT rates unaffected by the cluster environment.

We fit the data using Eqs. (1) and (2) with Xn ≡ Bn. The DAS
components from the fit are shown in Fig. 6(c) for three compo-
nents (reduced χ2

= 4.2). The associated time constants are τB1 = 32
ps, τB2 = 1030 ps, and τB3 >10 ns. The same fit procedure was also
tested for two (reduced χ2

= 5.0) and four (reduced χ2
= 4.1) time

constants. The four-component fit is shown in the supplementary
material (Fig. S8). The additional DAS component for the four-
component fit has only a small amplitude at all wavelengths and a
long decay time not apparent in the raw data, and thus, it was deter-
mined to be not significant. In general, the fits on the SA:Ar data are
worse than the He case due to increased noise from turbulence from
the higher pressure gas and scatter from bare Ar clusters.

The overall shapes of the DAS component are nearly identical
to the He case in Fig. 2(b), indicating that the clustering is not mod-
ifying the electronic energies significantly. The only major change
in the fit results is the additional component B1. B1 and B2 are
nearly identical to each other and to A1, which most likely indi-
cates that the monoexponential A1 feature in cold SA becomes a
biexponential B1 → B2 decay in SA:Ar. Previous fluorescence mea-
surements in matrix isolation also observed a biexponential decay in
the fluorescence.28
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C. Simulated spectrum
The simulated TAS spectrum is represented in Fig. 7(a). The

raw theoretical data are presented in the supplementary material,
Fig. S12. Just as for the experimental data, a global fit was applied
to the theoretical data, with Xn ≡ Cn in Eq. (1). Figure 7(d) shows
the DAS component from a global fit to the data with two compo-
nents. The associated time constants are τC1 = 0.62 ps and τC2 = 20
fs. Removing or adding components resulted in either a poor or non-
physical (i.e., two nearly identical time constants) fit. The trajectories
in AIMS simulations performed by Pijeau et al. were ended once the
initial S1 wavepacket population decayed below 0.01, so there is no
contribution of trajectories on the ground-state surface to the spec-
trum.16 Importantly, this means that the photochrome signal is not
present in the simulated TAS dataset, but we address this drawback
with static calculations discussed below.

A major benefit of directly computing experimental observ-
ables from theoretical trajectory data is that it is possible to analyze
the spectrum by decomposing it into contributions that correspond
to different molecular structures. To analyze the signature of proton
transfer, we separate the spectrum into contributions from only keto
or enol geometries by comparing O–H and N–H distances along the
proton transfer coordinate. When dO-H − dN-H is positive (negative),
these geometries are labeled enol (keto). The spectral contributions
from the keto and enol tautomers are shown in Figs. 7(b) and 7(c),
respectively. For comparison with the DAS component of Fig. 7(d),
we plot lineouts of the spectra at 100 fs in Figs. 7(e) and 7(f). From
this comparison, it is clear that the C1 DAS component corresponds
to the keto spectrum after ESIPT.

C2 in Figs. 7(d) and 7(f) is entirely negative across most of
the spectrum representing prompt, broadband stimulated emission
from enol tautomers during only the first ≈100 fs. The C2 compo-
nent corresponds well with the prompt enol geometry signal seen in
Fig. 7(f), corresponding to near-planar enol geometries before and
during ESIPT.

To further understand the spectral contribution from the CN
twist relaxation mechanism, we filter the enol-only spectrum by CN

twist angle, shown in the supplementary material, Fig. S13, for sig-
nals from geometries with angles less than 140○. In the ground state,
this angle is 180○ for a planar orientation and ≈90○ near CI2,16,17

so any features in the supplementary material, Fig. S13, should
be signatures of the internal conversion toward CI2. Within the
experimental observation window of 450–700 nm, all absorption
or emission features from twisted enol geometries are more than
an order of magnitude smaller than the main spectral components
in Fig. 7(a). Thus, the CN twist channel may be present, but it is
unlikely discernible in the TAS signal.

Separate from the AIMS/TD-CASCI calculations, we perform
several TD-CASCI calculations at fixed geometries for the ground
state local minima found by Ortiz-Sánchez et al.17 The calculated
absorption spectra for both prospective photochrome conformers
are included in the supplementary material, Fig. S14. Our calcu-
lated trans keto photochrome (shown in the bottom right box of
Fig. 1) spectrum has an absorption peak centered near 480 nm. We
also calculate the absorption spectrum of Ortiz-Sánchez’s twisted
enol minimum (shown in the bottom left box of Fig. 1) and found
absorbance at ≈300 nm, which is beyond the range probed in this
experiment.

IV. DISCUSSION
Our overall proposed scheme for dynamics in both the isolated

molecule and SA:Ar is shown in Fig. 8. Much of the dynamics is born
out in the global analysis of the TA spectrum, which we describe step
by step below.

In the isolated molecule, the initially excited enol quickly
undergoes ESIPT, giving rise to the classic ESA/SE signature seen
in the GA component A1. We assign A1 to the fluorescent keto
state, and this assignment is consistent with the theory component
C1 and the keto-filtered theory data of Fig. 7(b). This assignment
is also in accord with previous work on SA and other ESIPT
molecules. At longer delays, after the fluorescent state has decayed,
we assign the remaining long-lived signal, captured by A2, to the

FIG. 7. Theoretical TAS results from post-processed AIMS calculations containing (a) all geometries, (b) only keto geometries, and (c) only enol geometries. (d) DAS from a
global fit of the spectrum in (a). (e) and (f) Spectral lineouts using the right axis at 100 fs from the corresponding keto and enol spectra, respectively. See the text for details
regarding resampling and convolution with experimental resolution.
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FIG. 8. Proposed relaxation mechanism and photochrome pathway in (a) isolated
SA and (b) SA:Ar. Dashed lines indicate absorption of light and solid lines are emis-
sion. Labels indicate DAS features from global analysis. In the isolated molecule
(a), the initially excited enol undergoes ESIPT and generates the keto tautomer
with a wide range of internal energies. The hottest of which immediately internally
convert to CI1 and isomerize to the photochrome. The colder population in the
relaxed fluorescent state also decays via CI1, but eventually returns to the overall
enol ground state. In SA:Ar (b), the presence of the Ar cage slows down pho-
tochrome generation (∼0→ 24 ps) and traps the vibrationally cold keto population
such that it can only decay radiatively (1.8 ps→> 1 ns).

keto photochrome. This assignment is supported by the correspon-
dence between A2 and other reported spectra of the metastable
photochrome state13–15,25,27,29 and also our calculated absorption
spectrum for the trans keto minimum. We do not observe any
signatures of the initially excited enol [C2 and Fig. 7(c)] in the exper-
imental data, most likely due to our time resolution and excess
pump energy, but we do note that it was observed in solution by
fluorescence upconversion.30

The 1.8 ps decay time of the excited keto state we observe
is significantly slower than those observed in gas-phase TRPES
by Sekikawa et al.21 This highlights the role of the observable on
the measured dynamics since nominally these two measurements
are taken under the same molecule and excitation conditions. The
shorter lifetime measured by TRPES could be due to energy window-
ing effects,49,69,70 especially since the TRPES study was done using
1 + 2 photoionization.21

Comparing to solution phase work, the gas-phase TA spectra
very closely correspond to those measured in solution, as shown in

the raw data in Fig. 3. This is not unexpected since the TA spec-
trum shape has been previously shown to be relatively insensitive
to the choice of solvent.26,27 Regarding the dynamics, our 1.8 ps
time constant is slightly shorter than the shortest S1 keto lifetimes
reported in solution phase work. A range of solution-phase life-
times measured via TAS between 3.5 and 50 ps have been previously
reported, with a strong solvent dependence.26,27,29 The faster inter-
nal conversion in the absence of solvent supports the mechanism
of internal conversion occurring at geometries very twisted com-
pared to the ground state, as solvent can impede or slow down this
large-amplitude motion.

Previous gas-phase experiments on SA varied the internal
energy by changing the excitation wavelength. Sekikawa et al.
observed a larger long-lived photochrome signal as the excitation
energy was increased and assigned this feature to enhanced ESIPT
with larger excitation energy due to barriers to ESIPT at twisted
geometries.21 In our experiment, we vary the internal energy of the
molecule via large changes in temperature. Notably, we find that
the appearance of the fluorescent keto signal (A1) is equally prompt
for both the hot SA and cold SA, as shown in Fig. 4, and thus, we
find no evidence for a delay in the ESIPT at lower internal energies.
However, we do find that the photochrome yield is higher for the
vibrationally excited molecule, in accord with Sekikawa et al. We
attribute this latter effect to the photochrome being formed from
vibrationally excited keto molecules, as illustrated in Fig. 8(a). This
was previously proposed by Rosenfeld et al.14 and others,15,18,27,28 but
has since been disputed.21,25,29 This conclusion is further supported
by the impact of Ar clustering on the dynamics as discussed below.

While the clustering of SA with Ar has dramatic changes on
the observed dynamics of the fluorescent state, captured by GA
components B1 and B2, the spectrum of the fluorescent keto state
is essentially unchanged. This is not unexpected, given the weak
solvent dependence observed in previous TA work.26,27 Our justi-
fications for assigning B1 and B2 to the excited keto are the same
as discussed in the isolated molecule, namely, correspondence with
theory and previous work. The keto lifetime increases from 1.8 ps to
a biexponential decay with τB1 = 32 ps and τB2 = 1030 ps when mea-
sured with 1 bar Ar stagnation pressure. These lifetimes continue
to increase with increasing Ar carrier pressure, which we attribute
to increasing the fraction of SA molecules in the beam clustered
with Ar.

As mentioned before, Ar clustering can affect the dynamics
in two ways: (1) dissipation of vibrational energy and (2) steric
hindrance of large amplitude motions. From the hot/cold com-
parison in the isolated molecule, where we observe only a small
effect of vibrational energy of the dynamics, we conclude that the
dominant effect is steric hindrance. Ar atoms clustered around the
central bonds can inhibit the large rotation necessary to reach CI1.
Similar overall trends were observed in SA in different environ-
ments using ps time-resolved fluorescence, with only minor changes
(factors of 2–5) in lifetimes across a wide range of solvents and a few
hundredfold increase in matrices and glasses.28

While the excited keto population giving rise to fluorescence
is stabilized upon clustering with Ar, the photochrome yield we
observe (captured by B3), as judged by the ratio of the photochrome
signal compared to the initial TAS signal amplitudes, is the same
in SA:Ar as the isolated molecule. This strongly supports a paral-
lel channel for the production of the photochrome, separate from
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the relaxed fluorescent keto state. After ESIPT, keto geometries are
formed with a wide range of internal energies. The B1 and B2 DAS
components are very similar, indicating a similar electronic state and
geometry, and we assign B1 to the hotter portion of the keto popula-
tion. The absence of a spectral shift between B1 and B2, i.e., B2 is not
a shifted IVR product of B1, further supports a parallel model. In the
proposed dynamic scheme of Fig. 8(b), the vibrationally more ener-
getic population of keto geometries is formed promptly and reaches
CI1 more easily. This “hotter” population can then continue to iso-
merize on the ground state to the trans keto photochrome state.
Note that the initial internal energy is similar in the cold isolated
and SA:Ar cases, and thus, the hot keto population fraction and pho-
tochrome yields are the same, whereas the photochrome yield for the
hot isolated molecule is larger than both jet-cooled SA and SA:Ar.

The vibrationally cooler population, to which we assign to B2,
like A1, represents the state responsible for fluorescence. Instead of
forming the photochrome, this population returns to the ground
state cis keto and, eventually, undergoes back proton transfer to the
S0 enol minimum. In this model, the initially excited enol is the com-
mon precursor to both channels that produce the photochrome and
fluorescent state, as proposed by Zgierski and Grabowska.18 Note
that biexponential nature and hot keto population are not observed
in the isolated molecule case because the hot population can go
through CI1 and form the photochrome much more quickly, and
this is not resolvable with our time resolution. The major differ-
ence between the isolated and SA:Ar cases, highlighted in Fig. 8, is
the relaxation mechanism from the relaxed fluorescent state. In the
isolated molecule, this decay to the ground state keto takes 1.8 ps
and occurs predominantly via internal conversion to CI1 due to the
short excited state lifetime and reduced fluorescence yield. In SA:Ar,
the clustering shuts off the internal conversion pathway and forces
radiative decay to be the dominant pathway, which we observe as an
increase in fluorescence and excited state lifetime.

V. CONCLUSIONS
In this work, we have combined cavity-enhanced transient

absorption spectroscopy with AIMS/TD-CASCI calculations to
study the dynamics of salicylideneaniline after excitation to S1. This
study introduces several new paradigms in ultrafast spectroscopy.
For one example, our experiments on SA in Ar clusters are analo-
gous to matrix isolation, where ultrafast spectroscopy has previously
been very difficult and limited mostly to “action”-based methods
based on fluorescence detection.71–73 Using the CE-TAS method,
we have shown how one can effectively record conventional ultra-
fast transient absorption (i.e., direct absorption) measurements in
rare-gas matrix environments with rapid sample refreshment. For
another example, we have shown how long-lived TA signals with
lifetime τ ≳ 1/ frep can be recovered via careful analysis of data at
negative pump/probe delays and the modified GA model of Eq. (2).
These new techniques can be applicable for both future CE-TAS
studies and other ultrafast spectroscopy contexts.

The TD-CASCI technique presented here allows for quickly
simulating TAS spectra from AIMS calculations, which, when com-
pared to experimental spectra, facilitate spectral assignment. Addi-
tionally, processing the simulated and experimentally measured data
in an identical way further helped assign dynamics. With gas phase
TAS measurements, we are measuring the free molecular dynamics,

which makes direct simulation easier without the need for solvent
models.

By combining these new experimental and theoretical tech-
niques, we provide insights into the relaxation dynamics of SA,
summarized in Fig. 8. In general, we find stronger agreement with
the time constants and interpretations from previous solution-phase
TAS work although we do agree with the trends found in TRPES. By
comparing and contrasting with previous work and reinterpreting
within the scope of our analysis, we hope to provide a more uni-
versal model. After prompt ESIPT, keto geometries are formed with
a broad energy distribution, the hottest of which rapidly internally
convert through CI1 and isomerize to the trans keto photochromic
state. The colder keto population relaxes more slowly through CI1 to
reach the cis keto ground state in 1.8 ps for the isolated molecule and
eventually return to the enol S0 minimum. Increasing the internal
energy by lowering the gas pressure results in more hot keto pop-
ulation and more yield of the long-lived photochrome. Embedding
the SA molecule in Ar clusters sterically hinders isomerization such
that only the hot keto population can undergo internal conversion
to the photochrome state, with a dramatic increase in the S1 lifetime
recorded in TAS and also the fluorescence yield. We find no exper-
imental evidence for the proposed secondary enol twist relaxation
channel, but our calculations indicate that it likely lies outside our
detection window.

SUPPLEMENTARY MATERIAL

The supplementary material contains a detailed description of
the signal processing and global analysis methodology, including
fits with different numbers of components; a comparison of the
independent instrument response function to the SA signal; and a
description of the theoretical methodology, including twisted enol
and photochrome absorption spectra.
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