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An orbital-overlap complement to r-hole
electrostatic potentials†

Arshad Mehmood *a and Benjamin G. Janesko b

A s-hole is an electron-deficient region of positive electrostatic potential (ESP) opposite from a half-filled p

orbital involved in forming a covalent bond. The s-hole concept helps rationalize directional noncovalent

interactions, known as s-hole bonds, between covalently bonded group V–VII atoms and electron-pair donors.

The magnitude and orientation of s-holes are correlated with the strength and geometry of halogen bonds.

However, ESP computed for isolated s-holes are not always predictive of interaction energies. For example, the

s-holes of isolated CHFBr2 and isolated CH2FI have identical ESP on the molecule surface, but halogen bonds

to these molecules generally have different strengths. Here we show that the compact/diffuse nature of the

orbitals involved plays an important role. Our orbital overlap distance quantifies the compact/diffuse nature of

the ‘‘test orbital’’ that best overlaps with a systems orbitals at each point. The overlap distance captures the

response properties of s-holes: diffuse s-holes with large overlap distance are typically ‘‘softer’’ and more

polarizable. This aids visualization and interpretation. A linear fit to overlap distance and ESP is predictive of the

halogen bond strengths of CH3X and CF3X (X = Cl, Br and I). We suggest that the overlap distance will be a

useful partner to ESP for characterizing s-holes.

1. Introduction

In 1992, Brinck et al.1 reported that the molecular electrostatic
potential (ESP) around the halogen atom in haloalkanes is not
isotropic but shows regions of positive and negative values. The
positive region is localized in the elongation of the C–X (X = Cl,
Br, I) covalent bond while the negative ESP is found as a
concentric belt around the C–X (Fig. 1).1,2 The positive region
is referred to as the ‘‘s-hole’’ and is attributed to the electron-
deficient outer lobe of the halogen p orbital involved in forming
the covalent bond.2,3 The s-hole has been advanced as an
explanation for halogen bonding.4–6 Halogen bonds are direc-
tional noncovalent interactions between a halogen and an
electron donor, which were identified experimentally decades
before reports of s-holes.2,7–10 The magnitudes of s-holes are
typically quantified as the maximum value of ESP in the s-hole
region, VS,max, evaluated on a molecular density isosurface.2,7

Several reports7,11–14 demonstrate that halogen bond strengths
often correlate well with VS,max, and with the corresponding

electrostatic potential minimum of s-hole acceptors (electron-pair
donors). Halide s-hole VS,max generally increases with increasing
polarizability and decreasing electronegativity F o Cl o Br o I.15

The magnitude of VS,max also increases as the alkyl portion C–X
becomes more electron-withdrawing.16

Response properties are an important aspect of s-hole
chemistry. Systematic studies show that VS,max computed for
isolated s-holes do not always capture halogen bond inter-
action strengths.17–23 Fig. 1 shows a simple example: while

Fig. 1 s-holes on CHFBr2 and CH2FI molecules. (left) Molecule structure
(middle-right) molecular ESP and D( r-) plotted on the 0.001 e bohr�3

electron density isosurface.
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isolated CHFBr2 and isolated CH2FI have identical VS,max, the more
polarizable iodine forms a stronger halogen bond to ammonia
(CHFBr2 = �2.91 kcal mole�1, CH2FI = �3.22 kcal mole�1,
MP2/aug-cc-pVTZ results). Murray et al.17 highlighted that VS,max

computed for free molecules, fail to account for the polarization of
charge distributions induced by interacting molecules. Clark et al.18

reported that VS,max of isolated halogen bond donors X3C–I, X = F, Cl,
Br did not always correlate with computed halogen bond energies,
and discussed the discrepancy in terms of polarization.21 Duarte
et al.19 reported that VS,max of isolated halogen bond acceptors did
not always correlate with computed halogen bond energies for
F–Br� � �X–R, X = F, Cl, Br, I and R = –H, –F. These discrepan-
cies have also been attributed to orbital or charge-transfer
effects.20,22,24–37 These discussions are controversial.21,23,38–47 Several
studies have instead focused on the practical question of whether
the combination of ESP at an isodensity surface and other proper-
ties, computed for isolated s-hole donors and acceptors, can
improve the qualitative understanding and quantitative prediction
of halogen bond strength. Tested properties include local ionization
energies, local surface electron attachment energies, natural bond
orbital analysis, and others.9,26,48–50 To date, there appears no
general consensus on the ‘‘best’ complement to ESP.

Here we explore our orbital overlap distance D(-r) as a new
complement to ESP. D(-r) is built from the expectation value of a
nonlocal one-electron operator, a normalized hydrogenic ‘‘test

function’’ Cd exp � ~r�~r
0�� ��2.d2

� �
; Cd ¼ 2= pd2

� �� �3=4
centered

at point -r and having width d. We define

EDRð~r; dÞ ¼ r�
1
2ð~rÞ
ð
d3~r0g ~r;~r0ð ÞCd exp �

j~r�~r j2
d2

	 

: (1)

The one-particle density matrix g ~r;~r 0ð Þ ¼
P
i

nicið~rÞci ~r
0ð Þ

includes molecular orbitals ci with nonzero occupancy ni.
The overlap distance D(-r) is the value of d maximizing
EDR(-r;d).51 In this work we evaluate D(-r) on a molecule’s density

isosurface, similar to ESP. Distance D(-r) distinguishes compact
vs. diffuse orbital lobes: it is modest for the single lobe of a
hydrogen 1s orbital, small for the two lobes of a hydrogen 2p
orbital, and large for the diffuse outer lobe of the lithium 2s
orbital. D(-r) captures some effects of hybridization; regions with
more p and d character tend to have smaller D(-r), while regions
with more s character tend to give larger D(-r) (ESI,† Fig. S1).
Density isosurface plots of D(-r) complement ESP surfaces and can
capture trends in aromaticity, nucleophilicity, allotrope stability,
substituent effects in metal clusters, selective binding of metal
ions and ligands to enzymes, solvent softness, and can provide
non-trivial predictions about chemical reactivity.52–56 This work
extends the applications of D(-r) and ESP molecular surfaces to
aid the qualitative understanding of s-holes. The quantitative
analysis of these surfaces of isolated/free molecules provides a
unique combination to predict s-hole interaction strength.

2. Computational details

Calculations use the Gaussian 1657 suite of programs. The
systems shown in Fig. 1–4 utilize geometries optimized in the
gas phase using density functional theory with the B3LYP58–61

exchange–correlation functional and the def2-QZVP62 basis set.
The gas-phase halogen bond energies of ammonia with the
systems shown in Fig. 1, were calculated using geometries
of the complexes optimized at the MP263/aug-cc-pVTZ64 level
(aug-cc-pVTZ-PP for iodine) with a counterpoise correction. The
calculations for the Au nanocluster in Fig. 5 use coordinates
from ref. 65 and compute the orbitals and energy at
PW91PW9166,67/def2-SV(P)68,69 DFT level. The calculations for
systems mentioned in Fig. 6(a) use the B3PW9167 functional
and 6-31G(d,p)70,71 basis set while Fig. 6(b) and (c) uses
B3LYP/def2-TZVP62 level of theory for the optimization of
geometries. The Gaussian formatted checkpoint files are used
to obtain electron density, ESP, and D(-r) grid data in the

Fig. 2 Relation between molecular ESP and D( r-) evaluated on the and 0.001 e bohr�3 electron density isosurface of halomethanes (a) on H atom along
the extension of C–H bond and (b) at the center of s-hole of halogen atom shown in red (italic).
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Gaussian cube file format using Multiwfn program.72 For the
calculations of D(-r), an even-tempered grid of 50 exponents is
used starting from 2.50 bohr�2 and with an increment of 1.50
bohr�2. For the studied systems, the calculated ESP and D(-r)
cube files are projected over 0.001 e bohr�3 molecular electron
density surface. The molecular graphics are created using
VMD73 version 1.9.3 and GaussView 5 package.

3. Results and discussion

Fig. 1 illustrates how the surface electrostatic potential and
overlap distance combine to capture the chemistry of s-holes.
While ESP molecular surfaces effectively identify Lewis acidic
sites as regions of electron deficiency relative to the surrounding
molecule, D(-r) captures the local orbital character, distinguishing
between diffuse and compact regions. This characterization
reflects the local polarizability and provides a means to quantify
the polarization contributions to s-hole interactions. As a result,
D(-r) offers complementary insights beyond those available from
the ESP surface plots alone, highlighting information crucial for
understanding the full nature of molecular interactions. For
example, the Fig. 1 shows ESP and D(-r) computed for CHFBr2

and CH2FI. The ESP plots clearly show s-holes on Br and I atoms.
The isolated s-hole donors have identical VS,max, despite their
different chemistry. The overlap distance captures those differ-
ences, clearly distinguishing the relatively compact s-hole of Br
in CHFBr2 from the relatively diffuse s-hole of I in CH2FI. Fig. 2
shows how D(-r) captures the ‘‘special’’ chemistry of s-holes.
Typically, withdrawing electron density from a region leaves the
remaining electron density to be held in more compact orbitals,
such that more positive VS,max is correlated with smaller D(-r).
The left panel of Fig. 2 illustrates this ‘‘typical’’ behavior for the

H atom of halomethanes. In contrast, the right panel of Fig. 2
shows that for the same halomethanes, more positive VS,max at
the s-hole is correlated with larger D(-r). This is consistent
with the explanation where a s-hole arises when a half-filled
p (or nearly p) orbital is involved in forming a covalent bond,
leaving a region of depleted electron density. This depleted
region has reduced p-type and enhanced s-type character,
which is detected as a relatively large D(-r). In this sense, D(-r)
captures the soft Lewis acid character of s-holes. Before pro-
ceeding, it is important to emphasize that the magnitude of
D(-r) in the s-hole region remains largely unaffected by varia-
tions in basis sets or the choice of DFT exchange–correlation
functionals. Tables S1 and S2 (ESI†) provide a detailed
evaluation of D(-r) values for a range of s-hole donors across
different basis sets and electronic structure methods, confirm-
ing the minimal dependence of D(-r) on these computational
parameters.

Fig. 3 shows the optimized structures, and calculated ESP
and D(-r) surface plots of trifluorohalomethanes and confirms
the general understanding that the magnitude of s-holes,
hence their acidic strength, increases with the increased atomic
number down the group. The D(-r) surface plots show that
s-hole regions of halogens have large values of D(-r) and are
more diffuse relative to the other regions of the atom. With a
decrease in electronegativity and an increase in polarizability,
the values of D(-r) increase down the group with more diffuse
s-hole of trifluoroiodomethane have a region with the largest
value of D(-r) while s-hole of trifluorochloromethane has a

Fig. 3 s-Holes on representative trifluorohalomethanes. (left) Molecule
structure (middle-right) molecular ESP and D( r-) plotted on the and
0.001 e bohr�3 electron density isosurface.

Fig. 4 s-Holes on group p-valent IV–VI elements in representative
molecules. (left) Molecule structure (middle-right) molecular ESP and
D( r-) plotted on the and 0.001 e bohr�3 electron density isosurface.
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localized disc shape region with a relatively small value of D(-r).
These findings suggest that the chemical softness of s-hole
increases down the group with a corresponding increase in
their acidic strengths. Besides, for all halomethanes, the nega-
tive ESP, i.e., nucleophilic or basic regions surrounding the s-
holes are relatively compact indicated by their small D(-r)
relative to the s-hole, which suggests that these regions are
relatively hard-basic sites. The hardness of these regions
decreases down the group with an increase in the magnitude
and size of s-holes.

The s-hole concept has been extended to a broad range of
systems, including chalcogen and pnictogen bonding as well as
transition metals.2,48,65,74–83 We have systematically studied the
overlap distance in these systems. Fig. 4 depicts the location
and characteristics of s-holes through ESP and D(-r) density
isosurface plots for a selection of molecules containing p-valent
group IV–VI elements. The number of s-holes observed corre-
sponds to the number of covalent bonds formed by the central
atom. In the case of GeH3F, the triangular s-hole is positioned
along the extension of the F–Ge bond, at the intersection of the
three H–Ge bonds, as revealed by the ESP surface plot. While
s-holes arising from H–Ge bonds also extend along their bond
axes, only one such s-hole is partially visible in Fig. 4 due to the

molecular orientation selected. Unlike s-holes associated with
halogens, where negative ESP regions typically surround the
central atom, the s-hole on the Ge atom in GeH3F is character-
ized solely by a region of positive ESP. The D(-r) isosurface plot
further corroborates the ESP findings, highlighting the s-hole
as a triangular feature with a diffuse nature, represented by a
green ribbon with elevated D(-r) values. Similarly, in PH2F, a
s-hole appears along the extension of the F–P bond, as seen in
the ESP plot. However, the s-holes formed by the H–P bonds
are obscured due to the dominant negative ESP region asso-
ciated with the P atoms lone pairs. Again, the D(-r) plot captures
the s-hole, displaying it as a diffuse triangular feature with a
corresponding high D(-r) value. In the case of CSF2, sulfur, being
divalent, forms a double bond with carbon, resulting in a single
oval-shaped s-hole on the sulfur atom, as illustrated by the ESP
surface plot. This s-hole is notably diffuse, with a large D(-r)
value, indicating its soft-acidic nature. For SeFCl, the Se atom
exhibits two s-holes, aligned along the extensions of the F–Se
and Cl–Se bonds. The influence of the electronegativity differ-
ence between F and Cl is evident in the magnitude and size of
the s-holes, with the F-induced s-hole being larger and more
intense than that induced by Cl. This contrast is further
emphasized in the D(-r) plot, where the s-hole associated with

Fig. 5 s-Holes on Au55 nanocluster. (left) Gas-phase structure (middle) molecular ESP and (right) D( r-) plotted on the and 0.001 e bohr�3 electron
density isosurface. The overlap distance D( r-) clearly distinguishes the ‘‘true’’ s-holes C from the other positively charged regions.

Fig. 6 (a) Relation between reported and predicted binding energies using VS,min and D( r-) (black circles) and VS,min alone (red diamonds), for F–Cl
complexes with CN–R and SiN–R acceptors evaluated on acceptor C or Si atoms. (b) Relation between VS,min and D( r-) for the CN–R complexes, and
(c) relation between reported and predicted dissociation energies of NCH acceptor from XB18 and XB51 datasets using VS,max and D( r-) (black circles) and
VS,max alone (red diamonds). Tables S3–S6 (ESI†) provides the values for individual systems.
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F is notably more diffuse compared to that of Cl. These results
suggest that s-holes in group IV–VI elements, arising from
valence p-orbitals, are characterized by extensive D(-r) regions,
highlighting their role as soft-acidic sites in molecular interac-
tions. While ESP surface plots effectively pinpoint s-hole loca-
tions, D(-r) isosurfaces provide critical insight into their diffuse
or compact nature, largely mirroring trends observed in
Fig. 1–3: more polarizable atoms tend to have larger D(-r) on
the s-hole and there is an unusual positive correlation between
s-hole VS,max and D(-r). Fig. 5 illustrates representative results,
showing how D(-r) can distinguish so-called ‘‘true s-holes’’ from
‘‘pseudo-s-holes’’ (or ss-holes arising from electron deficien-
cies in the valence s-orbitals as categorized in ref. 48) in
transition metal nanoclusters. Fig. 5 shows the surface ESP
and D(-r) plots of low energy, cuboctahedra Au55 nanoclusters.
The ESP positive values follow the previously reported trend65

of corners (A) 4 edges (B) 4 facets (C) which complement their
catalytic activity order.65 Previous studies have suggested that
the ‘‘true s-holes’’ characterized by VS,max deviates from the
typical lateral extension of the Au–Au bond.48 The D(-r) plot
clearly distinguishes these sites as having the largest D(-r),
detecting and confirming their identity as ‘‘true s-holes’’ as
distinct from the remaining ‘‘pseudo-s-holes’’.48

We continue by demonstrating that combining the ESP and
overlap distance of isolated halogen bond donors and acceptors
can better quantify their interaction energies. We begin with
the F–Cl� � �CN–R and F–Cl� � �SiN–R complexes studied by Polit-
zer et al.,9 where R = CN, NC, NO2, F, CF3, Cl, Br, H, CCF, CCH,
CH3, SiH3, Li, Na, F, Cl. These authors found that VS,min of the
s-hole acceptor (Lewis base) C and Si atoms of CN–R and SiN–R
were not perfectly correlated with halogen bond energies and used
the local ionization energy to improve the model.9 We instead
combine the isolated s-hole acceptor’s VS,min (kcal mol�1) with D(-r)
evaluated at that same point. We fit the binding energies computed
by Politzer et al., to eqn (2),

B.E. = aD(-r) � bVS,min � g (2)

(Individual D(-r) and VS,min are in Table S3, ESI.†) The fit
reproduces the binding energies with R2 = 0.98, RMS error of
1.31 kcal mol�1, a = 13 � 1 kcal mol�1 bohr�1, b = 0.51 � 0.02
and g = 52 � 4 kcal mol�1. These errors are comparable to
those reported by Politzer et al. (R2 = 0.987, RMS error of
1.02 kcal mol�1),9 from the local ionization energy. Fig. 6(a)
(black circles) shows the correlation between the reported
binding energies and those predicted from eqn (2). Fitting
ESP alone (a = 0, Fig. 6(a) red diamonds) reduces R2 to 0.71
and increases the RMS error to 4.61 kcal mol�1. Fig. 6(b)
illustrates the relationship between D(-r) and VS,min for the
CN–R complexes. While these descriptors exhibit a moderate
correlation (r = �0.79), the interaction energies predicted using
eqn (2) show excellent agreement with the reported values. This
result indicates that D(-r) offers additional, complementary
insights into the R-group dependence of CN–R halogen bond
strengths. As a ‘‘sanity test’’, we also modeled complexes
F–Br� � �X–R, X = F, Cl, Br, I and R = –H, –F, where VS,min alone
is known to be more predictive. Table S4 and Fig. S5 (ESI†)

shows that adding the D(-r) values modestly improve the fit,
R2 = 0.88 and RMS error of 0.53 kcal mol�1.

We conclude by predicting the dissociation and interaction
energies of a diverse range of halogen-bonded complexes,
utilizing the VS,max and D(-r) of the isolated s-hole donors. As
discussed above, VS,max of the isolated halogen bond donors
was not predictive of interaction/dissociation energies (E),
however VS,max of the donor perturbed by a point charge at
the acceptor position gave quite accurate results. We hypothe-
size that D(-r) of the isolated halogen bond donors would
capture aspects of their response properties, and used eqn (3)
to fit the model.

E = aD(-r) + dVS,max + kVS,maxD(-r) + g (3)

We fitted the interaction energies from the X40 dataset84 for the
binding of a single s-hole acceptor, formaldehyde, with six different
halogen bond donors (CH3X and CF3X, where X = Cl, Br, I). The fit to
the equation yielded the parameters: a =�1.210� 1.380 kcal mol�1

bohr�1, d = �0.425 � 0.255, k = 0.148 � 0.075 bohr�1, and
g = 5.23� 4.64 kcal mol�1. Notably, eqn (3) only utilizes information
from the isolated s-hole donors and does not require details of the
complex geometry or the acceptor’s characteristics. The fit in Fig. S6
(ESI†) demonstrates a strong correlation (black circles in Fig. S6,
ESI†) between the reported interaction energies and those predicted
by eqn (3), with an R2 of 0.98 and a root mean square (RMS) error of
0.29 kcal mol�1. However, fitting only VS,max (red diamonds in
Fig. S6, ESI†) reduces the R2 to 0.93 and increases the RMS error
to 0.61 kcal mol�1.

Similarly, the dissociation energies for s-hole donors with
an NCH acceptor from the XB18 and XB51 datasets85 were
predicted using the same model (eqn (3)). The fitting yielded
a = �3.09 � 0.30 kcal mol�1 bohr�1, d = �0.359 � 0.217,
k = 0.147 � 0.061 bohr�1, and g = 9.97 � 8.08 kcal mol�1. As
shown in Fig. 6(c), the correlation between the reported dis-
sociation energies and those predicted by eqn (3) is high (black
circles), with an R2 of 0.97 and an RMS error of 1.6 kcal mol�1.
Again, fitting VS,max alone (red diamonds in Fig. 6(c)) resulted in
a lower R2 of 0.95 and an increased RMS error of 2.1 kcal mol�1.
In future work, we plan to extend the current model to
analyze large datasets of s-hole interaction energies, such as
SH250x10.86 This will be detailed in subsequent publications.

4. Conclusions

Our D(-r) surface plots complement the ESP surfaces and
provide a comprehensive picture of s-holes and related inter-
actions. The D(-r) surfaces can be used to categorize a s-hole as
diffuse or compact, which may help to rationalize them as a
hard or soft chemical center. The combination of D(-r) and ESP
can be equally used to predict the strength of s-holes or
halogen bonding interactions. These tools are available freely
in Multiwfn72 wavefunction analysis package and also in Gaus-
sian 16.57
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